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A B S T R A C T   

Drought is a common environmental disaster strongly influenced by the potential production of agricultural 
products, lack of water resources, and yields destructive effects on the economy. In this study, the prediction of a 
novel monthly Combined Terrestrial Evapotranspiration Index (CTEI) was considered as a measure of all three 
types of drought (meteorology, hydrology, and agriculture) in the Ganga river basin (GRB) over the period of 14 
years. For this purpose, a combination of hydro-meteorological and satellite-based data, including 11 input 
variables, was implemented. A new Artificial Neural Network (ANN) integrated with a Whale Optimization 
Algorithm (WOA-ANN) and a Relief algorithm-based Feature Selection (FS) method was applied to simulate the 
monthly CTEI index and find the optimum input combinations. Besides, the standalone ANN and Least Square 
Support Vector Regression (LSSVR) models were examined to validate the WOA-ANN performance. The results 
indicated that WOA-ANN with (R = 0.9391), (RMSE = 0.241), (WI = 0.968), and (U95% = 0.669) had a high 
ability to predict CTEI and reduced the RMSE in the ANN and LSSVR models by 27% and 30%, respectively. 
WOA-ANN had the best predictive performance, followed by LSSVR and ANN models, respectively, concerning 
various graphical validations and diagnostic analyses. Besides, the outcome of this research, despite fewer pa-
rameters (seven parameters), considerably outperformed the study of (Elbeltagi et al., 2021) with (R = 0.9055 
and RMSE = 0.33) accuracy employing 11 inputs.   

1. Introduction 

Drought is one of the quiet and creeping climatic natural disasters, 
which can have devastating and harmful effects in various economic, 
social, and environmental fields (Botai et al., 2016; Li et al., 2020). The 
effects of drought will remain in the region for many years if appropriate 
solutions are not implemented (Ashok K Mishra and Singh, 2011). 
Drought is a phenomenon that occurs slowly, causes significant water 

resource changes, and affects different resources and sectors, including 
agriculture and natural resources(Wilhite and Glantz, 1985). The 
occurrence of severe droughts in Africa, India, North America, China, 
Australia, and the Middle East in recent decades indicates the vulnera-
bility of developed and developing societies to drought (De Kauwe et al., 
2020, Miyan, 2015, Zhao et al., 2020, Ahmadalipour et al., 2019; Ide, 
2018). Due to the increasing population and demand for water resources 
and their role in development, vulnerability to drought in communities 
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increases (Zhang et al., 2017; Elbeltagi et al., 2020). Therefore, quan-
titative analysis of drought needs a suitable indicator to accurately 
determine wet and dry periods (Zhang et al., 2017). Several indicators 
for drought monitoring can be classified into two general categories: 
univariate and multivariate(Liu et al., 2019; Zengir et al., 2020). Re-
searchers have developed more than 150 different indicators to monitor 
and evaluate different types of drought (agricultural, hydrological and, 
meteorological) (Li et al., 2020). Meanwhile, some of these indices such 
as standardized precipitation index (SPI) (McKee et al., 1993), Palmer 
drought severity index(PDSI) (Alley, 1984), reconnaissance drought 
index (RDI) (Tsakiris and Vangelis, 2005), and standardized precipita-
tion evapotranspiration index (SPEI) (Vicente-Serrano et al., 2010) have 
become more common and have been considered. 

Dharpure et al. (2020) developed a novel drought index, namely, 
CTEI, which in addition to the difference in potential evapotranspiration 
(PET) and precipitation (P), also considers the surface and subsurface 
water column (GRACE data). The advantages of the CTEI drought index 
over other indices include 1) Simplicity of calculation, 2) Consideration 
of potential evapotranspiration, an indicator of global warming, and the 
growing demand for fresh water and its stress on groundwater. 3) 
GRACE observations are beneficial in presenting water column storage 
changes on a monthly scale. Therefore, the CTEI index can be more 
accurate in estimating drought events by considering the water storage 
component, which is regarded as in the current research for AI-based 
modeling. 

Developing a model that can forecast drought is an essential step in 
reducing the destructive effects of drought. In arid and semi-arid areas, 
providing accurate time information on drought risk can be the basis for 
long-term water resources management and related decisions (Mulua-
lem and Liou, 2020). In recent years, many types of research have been 
conducted to forecast droughts in different parts of the world (Morid 
et al., 2007, Y. Zhang et al., 2019, Trambauer et al., 2013; Madadgar and 
Moradkhani, 2014) so that through this research and have enough in-
formation about this natural phenomenon, effective and efficient steps 
can be taken to manage it properly. Recently the application of various 
Machine Learning (ML) technics to forecast different climatic time series 
has become very popular (Cifuentes et al., 2020; Maroufpoor, 2019; 
Papacharalampous et al., 2018; Yaseen et al., 2018). Drought fore-
casting has also been considered due to its high relationship with cli-
matic time series. Among the ML methods used in drought, prediction is 
ANN (A K Mishra et al., 2007, Cutore et al., 2009; Kousari et al., 2017), 
support vector regression (SVR)(Deng et al., 2011; Deo et al., 2017), 
extreme learning machine (Ali et al., 2018; Deo and Şahin, 2015), fuzzy 
logic(Keskin et al., 2009; Özger et al., 2012), adaptive neuro-fuzzy 
inference system (ANFIS) (Bacanli et al., 2009, Mokhtarzad et al., 
2017; Nguyen et al., 2017) and ensemble (Li et al., 2020; Fundel et al., 
2013) models. 

Deo and Şahin (2015) forecasted the SPEI index at selected meteo-
rological stations in Australia using an ANN. A neural network with an 
architecture of 18-43-1 (input, hidden, and output neurons) was 
recognized as the top architecture. The results RMSE and R2statistics 
showed that the ANN model could forecast drought. Similar results have 
been reported by Ali et al. (2017) in forecasting drought in northern 
Pakistan. Kisi et al. (2019) used ANFIS combined with four meta-
heuristic algorithms, including PSO (Particle Swarm Optimization), 
BOA (Butterfly Optimization Algorithm), ACO (Ant Colony Algorithm), 
and GA (Genetic Algorithm), to forecast SPI drought index in several 
stations in a semi-arid region of Iran. Their results showed that the 
ANFIS-PSO model had the highest accuracy in most stations. Zhang et al. 
(2019) used two methods, the cross-correlation function and the 
distributed lag normal method (DLNM), to select the optimal inputs 
(predictors) of the ANN and XGBoost models to forecast the SPEI index 
for the next 1 to 6 months at 32 Chinese meteorological stations. The 
results show the superiority of the DLNM method in determining the 
optimal inputs and XGBoost in drought forecasting. In another study, 
Mulualem and Liou (2020) Mohamed and Karem, 2018 used an ANN- 

based model to predict the SPEI drought index in the upstream Blue 
Nile. Their results reveal the high capability of the ANN model in pre-
dicting drought. Moreover, Özger et al. (2020) used three ML models 
(SVR, ANFIS, and M5) combined with two-time series preprocessing 
technics [Wavelet Decomposition (WD) and Empirical Mode Decom-
position (EMD)] to forecast self -calibrated PDSI (SC-PDSI). They re-
ported significant improvement of ML model’s performance by the 
introduction of WD and EMD technics. Khan et al. (2020) predicted the 
SPEI index in Pakistan using the NCEP / NCAR database and SVR, ANN, 
and KNN (K nearest neighbor) ML models. They also used a method 
called RFE (Recursive Feature Elimination) to determine the optimal 
inputs. The authors’ results showed that the SVR model has a higher 
ability to identify drought’s temporal and spatial characteristics. A re-
view of the literature has shown an attempt to predict drought with 
different indicators. While each of these indicators monitors a specific 
type of drought. Recently, researchers several efforts have been devoted 
to drought indices using machine learning methods (Beyaztas and 
Yaseen, 2019; Malik et al., 2020, 2021d, 2021a; Malik and Kumar, 2020; 
Yaseen et al., 2021; Yaseen and Shahid, 2020). For instance, (Malik 
et al., 2020) studied on multiple scales of SPI at six meteorological sites 
using co-active neuro-fuzzy inference system (CANFIS), multiple linear 
regression (MLR), and MLP models. Besides, Malik et al.(Malik et al., 
2021c) developed a predictive model based on SVR integrated with 
Particle Swarm Optimization (PSO) and Harris Hawks Optimization 
(HHO) algorithm to forecast one month ahead of effective drought index 
(EDI) at various sites of Uttarakhand State of India. More recently, 
Karbasi et al. provided a complementary model including three ML 
models (Gaussian Process Regression (GPR), Cascaded Forward Neural 
Network (CFNN), and ANN) integrated wavelet decomposition trans-
form (DWT) to forecast the multi‑scalar SPEI drought index for one to six 
months ahead (Karbasi et al., 2021b). 

In the present study, the monthly CTEI index was considered an in-
dicator representing all types of drought (meteorological, hydrological, 
and agricultural). The CTEI has a high ability to describe drought in 
areas due to the consideration of precipitation (P), surface and 
groundwater storage, soil moisture, and other hydrological parameters 
in its procedure. The main objective of this study is to predict the 
monthly CTEI index based on the WOA-ANN along with Relief 
algorithm-based feature selection (FS) over 14 years in the Ganga river 
basin. The ability of the WOA-ANN was evaluated against standalone 
ANN and LSSVR models using various training algorithms and kernel 
functions, respectively. To the best of the authors’ knowledge, monthly 
CTEI prediction using hybrid ML models optimized with a FS scheme has 
not been made before. 

2. Material and methods 

2.1. Study area 

The Ganga river basin (GRB) is one of the most populous (about 440 
million people) river systems in the World (Anand et al., 2018). The 
basin is situated in the northern part of the country and lies between 
latitude 21◦32′8.6′′ - 31◦27′36.2′′ N and longitude 73◦14′33.4′′ - 
90◦53′18.9′′ E, over an area of 10,86,000 km2 (Fig. 1). The GRB out-
spreads in four countries, i.e., India (79%), Nepal (14%), Bangladesh 
(4%), and China (3%). In India, it covers 8,61,452 km2, nearly 26% of its 
total geographic area (India-WRIS, 2012). The GRB originates in the 
Himalayan Mountains at the snout of the Gangotri glacier at an elevation 
of ~7000 m a.s.l. The confluence of the Bhagirathi River and Alaknanda 
Rivers joins in the town of Devprayag, then officially called the Ganga 
River. The main tributaries of the Ganga River are the Yamuna, the 
Ramganga, the Gomti, the Ghaghra, the Sone, the Gandak, the Kosi, and 
the Mahananda. And, it flows for about 2,510 km, generally southeast-
ward, through a vast plain to the Bay of Bengal. 

The primary source of water in the Ganga River is a surface runoff 
generated by precipitation (~66%), base flow (~14%), glacier melt 
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(~11.5%), and snowmelt (~8.5%). The GRB received 84% of total 
rainfall during the monsoon season (June to October). The monsoon 
season accounts for 75% of the rain in the upper basin and 85% of the 
rain in the lower basin (Shrestha et al., 2015). 

2.2. A brief overview of data extraction and its description 

2.2.1. Groundwater storage anomalies (GWSA) 
This research calculated the GWSA by subtracting the model-based 

TWSA GLDAS data from Satellite-based TWSA GRACE data (equation-1) 
(Sun et al., 2019). Many studies have used this method to derive GWSA 
in different world regions. (Leblanc et al., 2009; Rodell et al., 2007; 
Tiwari et al., 2009). 

GWSA = TWSAGLDAS − TWSAGRACE (1) 

The Gravity Recovery and Climate Experiment (GRACE) twin satel-
lite mission launched in 2002, which provided the global Terrestrial 
Water Storage anomalies (TWSA) over 15 years (2002–2017). The 
GRACE satellite mission collaborates with the US and German space 
agencies (NASA and GFZ). This study calculated the TWSA GRACE data 
from the monthly GRACE data products (Level-2 RL-05) at 1◦ × 1◦

spatial resolution from January 2003 to December 2016. The monthly 
GRACE Datasets were obtained from the NASA Jet Propulsion Labora-
tory (JPL), the Center for Space Research (CSR) at the University of 
Austin-Texas, and the German Research Center for Geosciences (GFZ) 
research agencies (Dharpure et al., 2020). The GRACE data products 
(CSR, JPL, and GFZ) are available for free from “ftp://isdcftp.gf 
z-potsdam.de/grace/.” GRACE Datasets have missing values for 17 
months, and these values were completed using the means values before 
and after the missing months (Yang et al., 2017; Long et al., 2015). The 

following Eq. (2) represents the TWSA GRACE components (Bhanja et al., 
2020): 

TWSAGRACE = GWSA+ SMSA+ SWSA+ SWEA+CWSA (2) 

The GWSA is the groundwater storage, SMSA is soil moisture storage, 
SWSA is surface water storage, SWEA is snow water equivalent anomaly, 
and CWSA is canopy water storage. 

The Global Land Data Assimilation System (GLDAS) is a project of 
Land Data Assimilation System (LDAS) and joint products of the Na-
tional Aeronautics and Space Administration (NASA) Goddard Space 
Flight Center (GSFC), the National Centers of Environmental Prediction 
(NCEP), and the National Oceanic and Atmospheric Administration 
(NOAA) (Rodell et al., 2004). GLDAS provides optimal land surface 
states and fluxes by combining ground-based and satellite-based data 
observation. GLDAS uses land surface models (LSMs): Mosaic (Koster 
and Suarez, 1996), NOAH (Chen et al., 1996; Ek et al., 2003), Variable 
Infiltration Capacity (VIC) (Liang et al., 1994), and Community Land 
Model (CLM2.0) (Dai et al., 2003) to generate the global high-resolution 
(2.5◦ to 1 km) data (Dharpure et al., 2020; Rui and Beaudoing, 2020). 

To estimate the monthly TWSGLDAS (Total Water Storage) data with 
minimum bias, a summation of the monthly soil moisture (SM) layer, 
snow water equivalent (SWE), and canopy water storage (CWS) from the 
average of four GLDAS LSM datasets (with a spatial resolution of 1◦× 1◦) 
used during the period 2003–2016 (Yang et al., 2017 ; Ahmed and 
Abdelmohsen, 2018). Due to the lack of groundwater storage data in the 
LSMs dataset (Rodell et al., 2004; Dai et al., 2003), we consider that the 
surface water storage (SWS) data have minor contributions to the study 
area, so the SWS was neglected. Then the TWSGLDAS data was converted 
into anomalies (TWSAGLDAS) to derive the GWSA from Eq. (1) (Dharpure 
et al., 2020). 

Fig. 1. Location map of the Ganga river basin and its tributaries.  
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2.2.2. Potential evapotranspiration (PET) 
The Global Data Assimilation System (GDAS) uses by NCEP/Global 

Forecast System (GFS) model to generate the operational global atmo-
spheric data. GDAS assimilates a variety of meteorological data (surface 
observations, radiosonde data, buoy observations, radar observations, 
and aircraft reports) and satellite observations by using a multivariate 
approach and provides operational and global analyses every 6 h (four 
synoptic hours: 0000, 0600, 1200, and 1800 UTC) (Rodell et al., 2004). 
GDAS data are available through NOAA National Operational Model 
Archive and Distribution System (NOMADS). The potential evapo-
transpiration (PET) data was estimated from GDAS’s climate parameter 
data (as air temperature, atmospheric pressure, wind speed, relative 
humidity, incoming and outgoing shortwave, and longwave radiation) 
using the Penman-Monteith equation (Allen et al., 2006; Shuttlewor, 
1992) for every 6 h. The daily PET data with a spatial resolution of 1◦ ×

1◦ was acquired from 2003 to 2016 (Table 1) from the USGS website 
https://earlywarning.usgs.gov/fews/product/81. 

2.2.3. Tropical rainfall measuring mission (TRMM) precipitation 
TRMM satellite was launched in 1997 by collaboration between 

NASA and the Japanese Aerospace Exploration Agency (JAXA). TRMM 
was the first mission to measure rain in the tropics and subtropics re-
gions using microwave, infrared and visible sensors. Rain gauge data 
and ground-based radars complement satellite observations to validate 
satellite precipitation estimation techniques (George J. Huffman et al., 
2007). Comparison of observational and TRMM data shows good 
agreement between them, and several types of the research reported 
good accuracy (Jia et al., 2011; Khan et al., 2018; Yang et al., 2017). 
This study acquired the precipitation (P) data from the TRMM 3B43 
monthly research version 7 (TRMM_3B43_7) in HDF formats at the 
spatial resolution of 0.25◦ × 0.25◦ over the GRB during 2003–2016 
(Table 1). The TRMM_3B43_7 data products were acquired from the 
NASA EARTHDATA website (https://disc.gsfc.nasa.gov/datasets). 

2.2.4. Moderate resolution imaging spectroradiometer (MODIS) LST 
The MODIS instrument operates aboard the Terra and Aqua satel-

lites, which Terra launched in 1999 and Aqua launched in 2002 by 

NASA. MODIS instruments view the entire Earth’s surface every 1 to 2 
days and acquire data in 36 spectral bands with an overpass at around 
10:30 am (descending) for Terra and 1:30 pm (ascending) for Aqua. The 
MODIS observations describe features of the land, oceans, and atmo-
sphere. In this research, MODIS land surface temperature (LST) Monthly 
Level 3 Global products, including MOD11C3 (Terra) and MYD11C3 
(Aqua) version 6 at the spatial resolution of 0.05◦ × 0.05◦, were used 
(Table 1). MODIS data were obtained from products on the NASA NASA 
EARTHDATA website (https://earthdata.nasa.gov/) (Dharpure et al., 
2020). 

2.2.5. ECMWF Reanalysis V5 - Land (ERA5-LAND) variables 
The European Centre for Medium-Range Weather Forecasts 

(ECMWF) generates an improved global dataset for the land component 
of the fifth generation of European Reanalysis (ERA5-Land). The ERA5- 
Land dataset is hourly high-resolution (0.1◦ × 0.1◦; 9 km) surface var-
iables that describe the water and energy cycles overland from 1981 to 
2–3 months before the present (Jamei et al., 2020; Muñoz-Sabater et al., 
2021). The ERA5-Land Monthly averaged data were employed in this 
study, including; Wind Speed (WS), Runoff, Air Temperature at 2 m (Air 
Temp), Surface net solar radiation (or shortwave radiation) (SWN), 
Surface net thermal radiation (or longwave radiation) (LWN), Evapo-
transpiration (ET), and net radiation (NR) data from Copernicus website 
(https://cds.climate.copernicus.eu/) (Table 1). ET data is available in 
the ERA5-Land variables named Total Evaporation, which includes the 
values of evaporation and transpiration. NR was obtained from the sum 
of the SWN and the LWN (Elbeltagi et al., 2021Xu et al., 2003). 

2.2.6. Calculation of CTEI index 
As mentioned in the previous section, the CTEI index was developed 

by (Dharpure et al., 2020) as a novel drought index, which describes 
meteorological, hydrological, and agricultural drought. The CTEI is a 
drought index designed to identify and monitor all types of droughts 
with the combined impacts of precipitation, water demand (potential 
evapotranspiration), and the Terrestrial Water Storage Anomaly 
(TWSA). The CTEI is calculated using meteorological parameters and 
satellite-based data. The CTEI was modeled using a number of 168 series 
of data sets, including the satellite-based TWSA GRACE data and meteo-
rological variables (P and PET) (Dharpure et al., 2020) from 2003 to 
2016 (Table 1. The first step calculates the difference (D) between the 
meteorological variables P and PET for the month ith using equation (3) 
(Vicente-Serrano et al., 2010). 

Di = Pi − PETi (3) 

The monthly differences anomaly (DAi) time series was calculated 
from equation (4) (Sinha et al., 2019): 

DAi = Di − Dm (4)  

where Dm is the mean value of a baseline period of January 2004 to 
December 2009 (Dharpure et al., 2020), then the climatology of DA and 
TWSA GRACE are obtained from the GRACE deficit method (Thomas 
et al., n.d.). The climatology of all 168 months from January 2003 to 
December 2016 for the DA and TWSA GRACE time series was calculated by 
monthly averaging the DA and TWSA GRACE values, respectively. To 
calculate the DA and TWSA GRACE time series residuals, the monthly 
climatology of DA and TWSA GRACE were subtracted from each month of 
DA and TWSA GRACE, respectively. The TWSA GRACE residual was added 
to the DA residual. The combined water storage anomalies (CWSA) were 
obtained, representing a net deviation in water storage volume based on 
seasonal variability. The CWSA was normalized using Equation (5) and, 
the CWSAm and CWSAσ are the means and standard deviation of CWSA, 
respectively, for each month (Dharpure et al., 2020). 

CTEI =
CWSAi − CWSAm

CWSAσ
(5) 

Table 1 
The satellite-based and model-based data used duration 2003–2016.  

Satellite 
/Model 
Database 

Variables Agencies/Model/ 
Product (version) 

Spatial- 
temporal 
resolution 

GLDAS- Model 
Database 

TWSAGLDAS 

(averaging Mosaic, 
NOAH, VIC, CLM) 

MOSAIC (V001) 1◦ × 1◦ , 
Monthly 

CLM (V001) 1◦ × 1◦ , 
Monthly 

VIC (V001) 1◦ × 1◦ , 
Monthly 

NOAH (V001) 1◦ × 1◦ , 
Monthly 

GRACE 
Satellite 
Database 

TWSAGRACE 

(averaging GFZ, CSR, 
JPL) 

CSR (RL05) 1◦ × 1◦ , 
Monthly 

JPL (RL05) 1◦ × 1◦ , 
Monthly 

GFZ (RL05) 1◦ × 1◦ , 
Monthly 

TRMM Satellite 
Database 

P 3B43 (V7) 0.25◦ × 0.25◦, 
Daily 

GDAS 
Model 
Database 

PET SPEIbase (V2.4) 1◦ * 1◦, Daily 

MODIS Satellite 
Database 

LST MOD11C3 (V6) 
MYD11C3 (V6) 

0.05◦ × 0.05◦, 
Monthly 
0.05◦ × 0.05◦, 
Monthly 

ERA5-LAND 
Model 
Database 

WS, Runoff, Air Temp, 
SWN, LWN, ET, and 
NR 

ERA (V5) 0.1◦ × 0.1, 
Monthly  
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The CTEI index is indeed the combined terrestrial normalized net 
deviation in water storage volumes (Dharpure et al., 2020). The varia-
tion of all the input features and CTEI are shown in Fig. 2. 

2.2.7. Statistical data description 
In this study, a number of 168 monthly data sets was collected from 

combined hydro-metrological and satellite data, as aforementioned in 
the previous section. Table 2 demonstrates the statistical indices of all 
considered variables in modeling CTEI. According to Table 2, the SW 
(32.75), NR (26.39), and LWR (24.51) have the maximum standard 
deviation among all variables. Besides, the maximum skewness and 
kurtosis belong to Runoff (1.356) and LST (-1.099), respectively. How-
ever, the range of skewness and kurtosis is limited within [-1.2, 1.2], 
which implies that the distribution of the entire implemented variable is 
closed to normal. 

2.3. Theoretical background 

2.3.1. Relief-based feature selection 
The feature selecting process is a mechanism to reduce the dimen-

sionality of data sets in the classification and regression tasks and 
eliminate the redundant and irrelevant features which have a low effect 
on the target of the models. This mechanism can reduce the computa-
tional cost and time-consuming time in the training stage, decrease 
overfitting, reduce complexity, and improve acceptable accuracy based 
on minimum features. The feature selection (FS) methods used in ML 
applications are categorized into three types: filter, wrapper, and 
embedded. Relief algorithm is one of the most popular and simple 
instance-based learning (FS), which, for the first time, is formulated by 
Kira and Rendell (Kira and Rendell, 1992) and advanced by Kononenko 
(Kononenko, 1994). As an iterative non-deterministic procedure, the 
Relief approach randomly selects a subset of training samples in the 
feature space to capture the degree of relevancy between selected fea-
tures and the target. The main idea of this method is to determine the 
importance weight of each selected feature in the sampled instance to 
evaluate the distinguishing ability among the class labels. 

Further importance weight (ωs) of a considered feature shows that it 
has more chance to be chosen as the input to predict the target feature 

(Malik and Yadav, 2021). In this approach, an instance is randomly 
selected from the training set. In each instance subsets, the closest dis-
tance between the desired feature and the target is determined with k- 
nearest neighbors, and the maximum weight value is allocated to it. The 
Euclidean distance metric is applied to find the nearest Hit and nearest 
Miss instances for the examined samples as(Amjady and Keynia, 2009): 

dmn =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
xm

2 + xn
2 − 2xnxm

√
(6)  

where dmn is the Euclidean distance between two sampled vectors (xm 
and xn), it should be mentioned that the nearest Hit and nearest Miss are 
defined as two samples that have the smallest Euclidean distance with 
same and opposite classes, respectively. The algorithm of relief FS can be 
expressed as(Robnik-Šikonja and Kononenko, 2003):  

1. Initiate all feature weights: ωs,i = 0 
2. Iteratively choose a random instance with specific features and as-

sume the number of neighbor nearest samples k  
3. Finding the k-nearest for each class by Eq.(6) by random sampling a 

case from the data  
4. Updating the weight of the ith feature for each random instance using 

the following formula: 

ωs,i = ωs,i − (xi − nearHiti)
2
+(xi − nearMisi)

2 (7)    

5. Standardize the weight score (ωs) values, average the updated 
weights in all iterations, and achieve the final weight value. As a rule 
of thumb, the value of k can be obtained based on the number of data 
under training (Amjady and Keynia, 2009), 

k = Round(log2(N)) (8)  

2.3.2. Least square support vector regression (LSSVR) 
SVR is one of the supervised learning techniques in nonlinear esti-

mation problems (Cortes and Vlagimir, 1995). Function estimation in 
SVR is based on linear data classification, and the goal is to find a line 
that allows maximum separation. One of the primary problems of the 
SVR algorithm is the high computational cost and complexity of large- 

Fig. 2. The variation of input and output features associated with monthly CTEI simulation.  
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scale problems because it uses the convex quadratic programming 
method (Naseri et al., n.d.). To increase accuracy and reduce 
complexity, (Suykens and Vandewalle, 2000) developed the LSSVR 
model, which uses linear equations. This model uses simple linear 
equations to solve problems, effectively reducing the algorithm’s 
complexity and increasing the computational speed compared to the 
SVM model. The regression function used to estimate the problems is as 
follows (Jamei et al., 2021). 

y(xi) = wT .ϕ(xi)+ b (9)  

where ϕ(xi) is the nonlinear mapping of the inputs in the feature space 
with high dimensions. Parameters w and b are the values of weights and 
bias of the regression function, respectively, which are determined by 
minimizing the objective function in the following Eq. (10): 

Minw,e,bj(w, e) =
1
2
wT .w+

γ
2
∑N

i=1
e2

i (10) 

With constraints: 

yi = wT .ϕ(xi)+ b+ ei i = 1, 2,⋯,N (11)  

where γ is the parameter regulating the error section and ei is the error of 
the training data. Finally, the LSSVR model estimation function is 
defined as the following relation: 

y(x) =
∑N

i=1
aiK
(
xi, xj

)
+ b (12) 

In the above relation K
(
xi, xj

)
is called the kernel function, based on 

Eq. (13), is introduced by creating an internal multiplication in the 
feature space. 

K
(
xi, xj

)
=
〈
ϕ(xi).ϕ

(
xj
)〉

i, j = 1, 2,⋯,N (13) 

The kernel functions studied in the present study included Linear, 
polynomial, and Radial Basis Function (RBF). 

2.3.3. Artificial neural network 
ANN is a computational method inspired by the human nervous 

system that can communicate precisely between inputs and outputs 
(Haykin, 2009). This study used the multilayer perceptron (MLP) 
approach with three input layers, hidden and output. MLP includes 
Feed-Forward Networks with Back Propagation training algorithm 
(Coulibaly et al., 2011). In each layer, a number of neurons are used as 
processor units and also an activation function. The computational 
output of each layer is transferred to the next layer. In this study, the 
stimulus functions and the number of hidden layer neurons were 
selected based on trial and error. The minimum error value for the 
hidden layer and the output included sigmoid tangent and linear, 
respectively. The mathematical model of a neural network can be 
summarized as follows (Haykin, 2009): 

ŷk = f0

[
∑m

j=1
wkj.fh

(
∑n

i=1
wijxi + wj0

)

+wk0

]

(14)  

where n is the total number of neurons in the input layer, m is the total 
number of neurons in the hidden layer, k is the total number of neurons 
in the output layer, f0 is activation function at the output layer, fh is 
activation function in the hidden layer, wj0 is bias weight of the jth 

neuron in the hidden layer, wji is the weight of the ith neuron in the 
hidden layer, wk0 is the bias of the kth neuron in the output layer and wkj 

is the weight of the jth layer in the output layer. The value of wj0, wji,wk0 

and wkj is determined through the learning process. Fig. 3 demonstrated 
the structure of LSSVR and ANN models. 

2.3.4. Whale optimization algorithm (WOA) – ANN 
WOA is a meta-heuristic approach that uses a population of search 

agents (Mirjalili and Lewis, 2016). Humpback whales’ nature inspires 
the WOA and social behavior, explored and exploited based on a bubble- 
net feeding propensity strategy. Avoiding local optimal points with an 
integrated adaptive technique is one of the algorithm’s capabilities to 
find the optimal solution with the least loss of computational time. The 
three main steps of the algorithm include search, surround, and prey 
attack. In the WOA mathematical model, first, a set of walls is randomly 
determined, and then the position of the whales in each iteration 
changes according to the problem conditions. Each whale will be a 
candidate solution to the problem, and ultimately the optimal solution 
will be based on the least prediction error. In the WOA algorithm, the 
prey position is the best (optimal global answer). The position of the 
whales is updated based on the prey according to the following 
Equation: 

Y→(t + 1) = Y→p(t) − B→.

⃒
⃒
⃒D
→
.Yp
→
(t) − Y→(t)

⃒
⃒
⃒ (15)  

where Y→p(t) and Y→(t) are prey and whale position vectors in tth itera-
tion, B and D are coefficient vectors according to the following Equation: 

B→= 2 b
→
.r1
→− b

→ (16)  

D→= 2.r2
→ (17)  

in which b
→

is linearly reduced from 2 to zero during the algorithm 
process and r→ is a random vector with values in the range [0, 1]. 

After the surrounded of the prey, the attack begins based on the 
bubble-net approach. To imitate the spiral motion of whales in attack, 
the spiral Equation, which shows the distance between the position of 
the whale and the prey, is used as follows: 

Y→(t + 1) = E→.ezI .cos(2πI)+ Y→p(t) (18)  

where z is a constant value and represents the motion of the logarithmic 

Table 2 
Descriptive statistics of all collected variables.  

Variables Minimum Maximum Mean Std. Deviation Skewness Kurtosis 

GWSA  − 26.420  17.810  − 3.496  8.302  − 0.105  − 0.034 
P  0.400  45.200  10.780  12.240  1.164  − 0.039 
LST  10.300  31.000  21.620  5.807  − 0.337  − 1.099 
WS  0.400  2.300  1.077  0.331  0.328  0.198 
ET  2.320  11.070  6.225  2.511  0.262  − 1.295 
Runoff  0.470  22.440  4.657  5.255  1.356  0.846 
Air Temp  10.750  29.320  21.160  5.217  − 0.447  − 1.083 
NR  47.700  134.400  96.000  26.390  − 0.421  − 1.055 
SWN  118.400  236.700  168.900  32.750  0.588  − 0.967 
LWN  − 114.000  − 27.040  − 72.920  24.510  0.526  − 1.005 
PET  6.380  23.130  13.340  4.720  0.296  − 0.993 
CTEI  − 1.840  2.170  0.000  0.785  − 0.127  − 0.067  
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spiral, I is a random value in the interval [− 1, 1], and E is the distance 
between the whale and the prey as follows: 

E =

⃒
⃒
⃒Yp
→
(t) − Y→(t)

⃒
⃒
⃒ (19)  

where Y→p(t) and Y→(t) are prey and whale position vectors. More in-
formation and details of WOA are reported by (Mirjalili and Lewis, 
2016). The flowchart of the WOA method is depicted in Fig. 3. 

In ANN, the Back Propagation algorithm is used to adjust the values 
of the weights and biases of each neuron so that the difference between 
the observed and predicted values is reduced. The weight and bias of 
each neuron have the most significant effect on the error rate of esti-
mating the target variable (Mirjalili et al., 2012; Zhang et al., 2007). In 
this study, the WOA algorithm is used for optimizing the weight and bias 
of each neuron. The weight and bias change with each iteration, and 
WOA moves toward an optimal global solution by limiting the decision 
space. Avoiding WOA from over-fitting and not being trapped in local 
optimization is one of the differences between network training with 
WOA versus backward propagation algorithms. The condition for stop-
ping the process is to reach the maximum number of iterations or a 
certain amount of error. Finally, the optimal weights and biases of WOA- 
ANN are determined and evaluated with the data of the test section. In 
this study, using trial and error, the initial population and number of 
iterations were selected as 20 and 1500, respectively. 

2.3.5. Models evaluation metrics 
The results of the models used in this study were evaluated with five 

statistical indicators, which include the following: The root mean square 
error (RMSE), the mean absolute error (MAE), Uncertainty with 95% a 
confidence level (U95%), Willmott Index (WI), and the correlation co-
efficient (R). The equations of the mentioned indicators are as follows 
(Karbasi et al., 2021a; Malik et al., 2021b): 

R =

∑n
i=1(Mi − M)(Pi − P)

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅[
∑n

i=1
(Mi − M)

2
][
∑n

i=1
(Pi − P)2

]√ (20)  

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑n

i=1
(Mi − Pi)

2

N

√
√
√
√
√

(21)  

MAE =
1
n
∑n

i=1
|Mi − Pi| (22)  

U95% = 1.96
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅(
SD2

e + RMSE2
)√

(23)  

WI = 1 −
∑N

i=1(Mi − Pi)
2

∑N
i=1(|Pi − M | + |Mi − M |)

2 (24)  

where n is the number of observations in the data set, Mi and Pi are the 
measured and predicted monthly CTEI values, respectively, M and P are 
the average monthly CTEI in the measured and predicted data, respec-
tively, and SDe is the standard deviation of the error (difference between 
measured and predicted values). The road map of all stages of the 
modeling process of monthly CTEI is illustrated in Fig. 4. 

3. Results and discussion 

3.1. Best input combination assessment 

Predictability exploring the monthly CTEI based on satellite and 
metrological data with WOA-ANN was adopted along with the other 
standalone ML approaches comprised of LSSVR (with linear, poly-
nomial, and RBF kernel functions) and ANN models with different 

Fig. 3. Schematic structure of the ANN and SVM approaches.  
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training algorithms. At the first modeling stage, the best input combi-
nation was sought using data preprocessing and an elementary simula-
tion using ANN models. Regarding Fig. 5, the Pearson correlation 
coefficient between CTEI and all features demonstrates that the GWSA 

by the highest linear correlation coefficient (rP=0.66), Run-off 
(rP=0.18), and P (rP=0.16) are the most effective features in the 
modeling monthly CTEI. Besides, ET (rP=0.04), WS (rP=0.66), NR 
(rP=− 0.07), LST (rP=− 0.08), and air Temp (rP=− 0.08) on account of 

Fig. 4. The road map of modeling the monthly CTEI using three AI based approaches.  
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the lowest linear dependency seem to have less impact on the value of 
the index of CTEI. Although, the real importance impact of each variable 
on target can be specified after a comprehensive assessment using a 
robust Fs approach. For this aim, relief-algorithm FS was employed to 
reliably identify the best efficient input combinations. According to 
Fig. 6, the performed analysis using relief-algorithm FS demonstrated 
that GWSA (ωs=0.0442), Runoff (ωs=0.0147), P (ωs=0.0093), and PET 
(ωs=0.0092) are the most influential features for estimation of monthly 
CTEI. It has a reasonably good agreement with the Pearson correlation 
analysis. Concerning the analysis mentioned above, ten superior input 
combinations were selected among all possible ones which GWSA, on 
account of higher impact, was imposed in them.Fig. 7. 

Furthermore, the Runoff, P, and PET features were arranged into 
selective input combinations based on their importance weight. Table 3 
reported the input combinations obtained by the relief FS. The optimum 
input combination was examined using ANN models and Lev-
enberg–Marquardt (LM) triaging function in the next stage. This func-
tion is commonly recognized as the most option for developing ANN 
models (Vidyarthi et al., n.d.). For this purpose, ten input combinations 
were evaluated using numerous statistical criteria tabulating in Table 4. 
The results demonstrated that the Combo 6, including the GWSA, pre-
cipitation (P), air-Temp, NR, SWN, LWN, and PET on account of highest 
(R = 0.885, WI = 0.935) and lowest (RMSE = 0.330, MAE = 0.266, and 
U95% = 0.910), has the superior predictive performance among all 
combinations followed by Combo 8 (R = 0.840, WI = 0.911, RMSE =
0.386, and U95% = 1.070) in the testing phase. Fig. 7 illustrates the 
variation of R, RMSE, and U95% for understudy combinations, and the 
features number for each combination is specified on the right side of 
plots (Yellow circle). The variation trend of R proved that the combi-
nations with more input features could not achieve promising outcomes. 
Fig. 8 depicted the box plot of predicted and measured CTEI distribution 
for whole datasets in all the combinations. Fig. 8 ascertains that Combo 
6, Combo 8, and Combo 5 have the best agreement with measured CTEI 
values. The statistical indicators owing to Combo 1, Combo 2, and 

Combo 3 (in Table 4) showed notable performance in training and a 
disappointing performance in the testing stage, confirming the under/ 
overestimation in those combinations. Hereinafter, the Combo 6 is 
considered the benchmark for evaluating the proposed AI techniques in 
predicting CTEI. 

3.2. Application of optimum combination and models analysis 

After identifying the optimum candidate input combination (Combo 
6), six ANN models based on different training functions comprised of 
LM, SCG, RP, GDX, DDA, and GD were designed to find the best pre-
diction and most efficient training function. Besides, the optimum 
training function was employed in WOA-ANN as the main novelty of the 
current research. Three LSSVR models using linear, polynomial, and RBF 
kernel functions were examined to validate the WOA-ANN model better. 
Table 5 lists the statistical evaluation criteria and setting parameters for 
each model. Precisely assessment of the ANN models demonstrated that 
ANN1 model by LM training function and structure of 7-3-1 in terms of 
(R = 0.884, RMSE = 0.319, MBE = 0.235, and U95% = 0.885) in training 
and (R = 0.885, RMSE = 0.330, and U95% = 0.910) in the testing stage 
yielded the most accurate prediction of monthly CTEI in comparison 
with the other ANN models. Also, the ANN5 using RP function was the 
best second metric in the testing phase (R = 0.857, RMSE = 0.377, and 
U95% = 1.047) stood at the second rank. Fig. 9 depicted the degree of 
consistency between observed and predicted CTEI values using ANN 
models. It was apparent from Fig. 9 that the ANN1 model using the LM 
training function had the best agreement with the measured CTEI 
values, and the LM function was ascertained as the selective option to 
achieve the best predictive models followed by PR, and GDA functions, 
respectively. A closer assessment of the scatter plots shows that the ANN 
models for CTEI > 0 led to more promising outcomes, and the predictive 
monthly CTEI values were more relative to the best line (45◦ line). 

In the next validation case, Fig. 10 demonstrates the probability 
distribution function (PDF) of all ANN models and measured monthly 

Fig. 5. The matrix of correlation between all features.  
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CTEI values, which confirm that LM and RP had superior predictive 
performance among all the models, respectively. 

3.3. Assessment of WOA-ANN and LSSVR models 

The hybrid ANN (LM) model integrated with the WOA scheme yields 
better results than the standalone ANN method. Thus, to have a more 
detailed inspection of the provided soft computing predictive models, 
the WOA-ANN using the LM training function was sought with the 
LSSVR approach applying three kernel functions and the ANN1 model. 
According to Table 5, the model of LSSVR3 is based on RBF kernel 
function in terms of (R = 0.8390, RMSE = 0.373, U95% = 1.035) in 
training and (R = 0.8854, RMSE = 0.342, U95% = 0.944) in testing 
modes performed in better accuracy level in comparison with the other 
inspected kernel function. Furthermore, it is clear that the WOA-ANN 
model on account of the highest (R = 0.939 and WI = 0.969) and 
lowest error metrics (RMSE = 0.241 and MAE = 0.185) is significantly 
superior to the LSSVR3 and ANN1 approaches by a correlation coefficient 
of 0.8854 and 0.8847, respectively in the testing stage. In addition, 
Fig. 11 reported that the WOA-ANN model has fewer scattered estimates 
than three LSSVR models and can yield promising precision CTEI > − 1. 

3.4. Comparative study between developed AI models and discussion 

In this section, further insight into proposed models was addressed 
by quantitative comparison between the obtained results. As mentioned 
before in the previous discussion, the predicted monthly CTEI using the 
WOA-ANN model in terms of (R = 0.939 and RMSE = 0.2406) had 
considerably better agreement with the measured values than those of 
LSSVR3 (R = 0.8854 and RMSE = 0.3416) and ANN1(R = 0.8847 and 

RMSE = 0.3304) in the testing phase. Fig. 12 explains the PDF of WOA- 
ANN, LSSVRs, and ANN1 approaches versus the measured CTEI value for 
all the datasets. A careful assessment of the violin plots displays that 
WOA-ANN and ANN1 models regarding the best consistency with 
measured CTEI yield the more reliable and accurate prediction results, 
respectively, and LSSVR1 has the worth accuracy among all compared 
models. 

Fig. 13 exhibits the Taylor diagrams of ANN1, LSSVR3, and WOA- 
ANN models in the optimum input combination for both training and 
testing phases. The physical distance of each model representation to the 
target (observed) point showed that WOA-ANN owing to smallest dis-
tance identified as the best superior predictive model, and ANN1, 
regarding the better performance and smaller diagnostic criteria in 
comparison with LSSVR3, stood in the second rank of the understudy 
models in predicting the CTEI. 

The expected physical trend of each understudy model was examined 
to evaluate their ability to capture the nonlinear behavior of the monthly 
CTEI datasets for both training and testing phases in Fig. 14 which the 
pick intervals for better judgment are magnified below each plot. Ex-
amination of the results showed that the WOA-ANN paradigm success-
fully captures the peak points in the trend of monthly CTEI datasets for 
both training and testing stages, and ANN1 could get better efficiency 
than LSSVRs models in predicting process. 

In the next evaluation stage, the error analyses were performed on 
the basis of the relative deviation (RD) and cumulative frequency of 
absolute relative deviation (CFARD). Fig. 15 depicted the PDF (Left) and 
scattered (Right) RD for all selective models in training and testing 
modes. The WOA-ANN by RD-range of ( − 343%⩽RD⩽551.6%) yields 
the least under/overestimation and highest accuracy in comparison with 
LSSVR3 and ANN1 models by RD-range of ( − 928%⩽RD⩽802.4%) and 

Fig. 6. The outcomes of relief-based feature selection (a) Rank score of all features (B) the tornado diagram of feature ranking importance.  
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( − 771.55%⩽RD⩽1150.5%), respectively. It is noteworthy that all the 
provided AI based models in a range of ( − 0.5⩽CTEI⩽0.5) led to the most 
unreliability in estimating the CTEI values. 

Finally, Fig. 16 demonstrated the pie plots of CFARD values for three 
selective AI predictors. The pie plots illustrate that about 30% of whole 
predicted data pints by WOA-ANN have an absolute relative deviation 
(ARD%) less than 10%. In contrast, only 17.34% and 14% of values 
predicted by ANN1 and LSSVR3 have ARD% less than 5%, respectively. 
Besides, 45.5% of whole predicted data has ARD% values more than 
20%, whereas 71.26% and 72.46% of values predicted by ANN1 and 
LSSVR3 yield the ARD % more than 20%, respectively. Overall, it can 
conclusively be introduced the WOA-ANN as the superior model and for 
prediction of CTEI followed by the ANN1 and LSSVR3, respectively. 

The outcomes of this research clearly exhibit that the WOA-ANN, for 
the similar basin and datasets, in terms of (R = 0.9391 and RMSE =
0.2406) is superior and more accurate than the best-provided models (R 
= 0.905 and RMSE = 0.33) in the study of Elbetagi et al.(Elbeltagi et al., 
2021). In the optimum scenario in this research, Combo 6 using seven- 

Fig. 7. The variation of R, RMSE, and U95% for all possible input combination.  

Table 3 
The input combinations arrangement for seeking the best combination.  

Models Input Combinations Inputs 
number 

Combo 1 GWSA, P, LST, WS, ET, Runoff, Air Temp, NR, SWN, 
LWN, PET 

11 

Combo 2 GWSA, LST, WS, ET, Runoff, Air Temp, NR, SWN, 
LWN, PET 

10 

Combo 3 GWSA, P, WS, ET, Runoff, Air Temp, NR, SWN, LWN, 
PET 

10 

Combo 4 GWSA, P, ET, Runoff, Air Temp, NR, SWN, LWN, PET 9 
Combo 5 GWSA, P, Runoff, Air Temp, NR, SWN, LWN, PET 8 
Combo 6 GWSA, P, Air Temp, NR, SWN, LWN, PET 7 
Combo 7 GWSA, P, NR, SWN, LWN, PET 6 
Combo 8 GWSA, P, Air Temp, SWN, LWN, PET 6 
Combo 9 GWSA, P, Air Temp, NR, LWN, PET 6 
Combo 

10 
GWSA, P, Air Temp, NR, SWN, PET 6  
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Table 4 
The outcome of the best input combination selection using the ANN model.  

Combo Neurons Mode R WI RMSE MAE U95% 

Combo 1 2 Training  0.9422  0.9696  0.2284  0.1758  0.6344 
Testing  0.6748  0.7961  0.6660  0.4529  1.8551 

Combo 2 2 Training  0.8969  0.9432  0.3016  0.2293  0.8377 
Testing  0.4712  0.6332  0.7171  0.5921  1.8891 

Combo 3 2 Training  0.9197  0.9568  0.2678  0.2149  0.7438 
Testing  0.7636  0.8664  0.4578  0.3841  1.2745 

Combo 4 2 Training  0.8395  0.9081  0.3705  0.2695  1.0292 
Testing  0.8153  0.8881  0.4167  0.3308  1.1365 

Combo 5 2 Training  0.8206  0.8951  0.3898  0.2776  1.0825 
Testing  0.8360  0.8952  0.3902  0.2974  1.0705 

Combo 6 3 Training  0.8840  0.9354  0.3188  0.2353  0.8853 
Testing  0.8847  0.9354  0.3304  0.2658  0.9096 

Combo 7 3 Training  0.8342  0.9048  0.3760  0.2637  1.0444 
Testing  0.8217  0.8900  0.3997  0.3208  1.1023 

Combo 8 3 Training  0.8835  0.9352  0.3195  0.2437  0.8874 
Testing  0.8400  0.9111  0.3863  0.3043  1.0697 

Combo 9 2 Training  0.8286  0.9006  0.3818  0.2982  1.0603 
Testing  0.8248  0.8948  0.3992  0.3301  1.0987 

Combo 10 4 Training  0.9102  0.9510  0.2825  0.1902  0.7845 
Testing  0.8120  0.8871  0.4706  0.3501  1.2822 

The bold item indicates the optimum combination. 

Fig. 8. The comparison between the measured predicted monthly CTEI values in the best selection input combination process.  

Table 5 
The statistical evaluation indices for all provided models in the best input combination.  

Models Functions Algorithm Structure Mode R WI RMSE MAE U95% 

ANN1 LM 7-3-1 Training  0.8840  0.9354  0.3188  0.2353  0.8853 
Testing  0.8847  0.9354  0.3304  0.2658  0.9096 

ANN2 GD 7-13-1 Training  0.9188  0.9560  0.2692  0.2085  0.7477 
Testing  0.7592  0.8548  0.4741  0.3701  1.2935 

ANN3 GDA 7-11-1 Training  0.7875  0.8726  0.4203  0.3057  1.1674 
Testing  0.8045  0.8868  0.4077  0.3363  1.1369 

ANN4 GDX 7-5-1 Training  0.9159  0.9544  0.2738  0.2081  0.7604 
Testing  0.7298  0.8382  0.4950  0.3860  1.3643 

ANN5 RP 7-2-1 Training  0.8906  0.9379  0.3106  0.2238  0.8624 
Testing  0.8566  0.9221  0.3766  0.2913  1.0471 

ANN6 SCG 7-4-1 Training  0.8023  0.8760  0.4077  0.3049  1.1324 
Testing  0.7402  0.8533  0.4808  0.3734  1.3399 

WOA-ANN WOA (20, 1500) Training  0.9451  0.9709  0.2232  0.1088  0.6195 
Testing  0.9391  0.9683  0.2406  0.1847  0.6688 

LSSVR1 Polynomial kernel – Training  0.8403  0.9026  0.3711  0.2649  1.0307 
Testing  0.8812  0.9067  0.3522  0.3049  0.9678 

LSSVR2 Linear kernel – Training  0.6955  0.7969  0.4902  0.3808  1.3615 
Testing  0.6987  0.7909  0.4930  0.4075  1.3728 

LSSVR3 RBF kernel – Training  0.8390  0.9015  0.3725  0.2651  1.0345 
Testing  0.8854  0.9132  0.3416  0.2939  0.9441 

Note: GD: Gradient descent WOA:Whale optimization algorithm 
RBF: Radial Basis Function LM: Levenberg-Marquardt 
RP: Resilient back-propagation Structure: Achitecture of the ANN models 

Bold item: The optimal solution 
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Fig.9. Scatter plots of ANN models assessment for various training function.  

Fig. 10. The ANN performance evaluation in comparison with measured monthly CTEI.  
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Fig. 11. The scatter plots of LSSVR and WOA-ANN models for prediction of CTEI.  

Fig. 12. The violin plots of PDF for measured and predicted monthly CTEI values.  

Fig. 13. Taylor diagrams of superior ML models in training (Left side) and testing (Right side) stages for prediction Of CTEI in Combo 6.  
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Fig. 14. The physical expect the trend of monthly CTEI in the best ANN and LSSVR models in comparison with WOA-ANN and observed values for training (Upper 
panel) and testing (Lower panel) phases. 
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candidate inputs (modeled by the WOA-ANN) yielded the most prom-
ising accuracy, whereas, in (Elbeltagi et al., 2021), the superior outcome 
(SVR) was obtained based on eleven candidate inputs. It can be 
concluded that employing the WOA-ANN model enhanced the accuracy 
of CTEI simulation and reduced the candidate input parameters 
compared to (Elbeltagi et al., 2021). 

4. Conclusion and remarks 

The multiplicity of different variables in drought has complicated 
this phenomenon, and as a result, its prediction has become one of the 
significant challenges facing decision-makers. This study predicted 

monthly CTEI as a representative of meteorological, hydrological, and 
agricultural droughts by WOA-ANN, standalone ANN, and LSSVR ap-
proaches in the Ganga river basin during a period of 13 years of 2003 to 
2016. At the first stage, among the total of 11 candidate input variables, 
including meteorological and satellite data, the number of 10 input 
combinations was extracted among all possible ones based on the 
Pearson correlation analysis and a novel FS technique, namely, relief- 
based algorithm. Then, the selected combinations were evaluated by a 
standalone ANN model (using LM training algorithm) to find the optimal 
combination. The outcome analysis ascertained that the ANN-based on 
Combo 6 (considering the GWSA, P, Air Temp, NR, SWN, LWN, PET as 
candidate input parameters) yielded the most promising accuracy (R =

Fig. 15. The relative deviation distribution for training and testing in all selective models.  
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0.8847, RMSE = 0.3304, and U95% = 0.9096) among all other candidate 
input combinations. In the second stage of modeling, the WOA-ANN, 
ANN by six training algorithms (i.e., LM, SCG, RP, GDX, DDA, and 
GD), and LSSVR by three types of kernel function were examined to 
predict monthly CTEI. The different evaluation indicated that the WOA- 
ANN in terms of (R = 0.9391 and RMSE = 0.2406) outperformed the 
ANN1 (R = 0.8847 and RMSE = 0.3188) and LSSVR3 (R = 0.0.8854 and 
RMSE = 0.3416), respectively, for predicting CTEI. Furthermore, 
comparing the results of the current study with Elbetagi et al.(Elbeltagi 
et al., 2021) proved that WOA-ANN could achieve more precision 
employing fewer input parameters. The results of this study can predict 
future drought scenarios for managers and help reduce drought risks in 
the region. Future research should evaluate new architectures of the 
proposed hybrid model for other areas. Achieving a comprehensive 
model for predicting drought in areas with different climates will be 
critical in water resources management. 
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